
 

In this section we consider a more general problemsetting

An agentapplies a sequenceof actions x Xz Xs to a

system selectingfrom a set X X could be either finite or
infinite Afterapplying Xt theagent observes Yt which is generate
from a conditional probability measure offyl Xt Theagentthen
collects a reward rt r ye where r is a knownfunction
Theagent is initially uncertain about the value of 0 and
he represents his uncertainty using a priordistribution Of

We first list the GreedyAlgorithm and IS algorithm and then
explain

Greedy IX p g r Thompson Sampling X p f r
for t I 2 do for t I 2 do

estimate0 fromprior sample prior
EpLo E u g

select andapplyaction select and applyaction
x r arqyneaxxttqg rcytllxt.nl x r arqyneaxxttqg rcytllxt.nl

Apply action Rt andget It
update prior update prior
D prp.glOE txt Yt D prp.glOE txt Yt



For Greedy
8 is the optimalestimatorfrom 0with IUSE Epto

Suppose Y C Y then by goingthrough all possible outcomes and
figureoutwhichaction onaverage rewardsthe most

Eqglrcytllxtxf T.gggon cry1 x ray

Theprion distribution p is updatedbased on observation ye
If 0 is sampledfrom a finite set apply Bayes Rule the
estimation of p is updated follow for each valueof a

Pcu 9ulYetXtp co ul Xt t

queyeuxet
old prior

Example I C Independent Travel Times
Background
An agent commutesfrom home to workeverymorning Shewould
like to minimize the travel time How can she learn efficientlyand
minimize the expected travel time



Let G LV E be the graph representing the route
V ENT E ii j I i j cV edgeii j in graph
Vertex 1 is the source
Vertex N is the destination
Anaction is a sequence of distinctedgesfrom 1 to N or a path

After applying action Xt thetravel time at edge e E Xe is
Ye e and Yt e is independently sampledfrom a distribution
with mean Oe
Thecost negative of thereward is µYte
Consider a prior for Oe to be Log Gaussian with
me and de i.e ln e in JVC fee Te then
foot ix ftp.exple

O EE exp Metz EEO

Vaio Leaper's I explantTD
In the problem setting we assume The10 is independentacross
e CE so EETe eIOf Oe problem setting

and Ye e IOe U log Gaussian with parameterCluOeEh 84
where F is known

Conjugacy property inspires the following updatewhen Tt e is
observed

tee re 0 toe Het out clnlye.it IT 1



Suppose the agent knows the distance of each edge de but
is not sure about the travel time Ghe Initially it may be
a goodidea to let ye e d de or even more brutally Let
EEyee de So initially we have the averaged travel time

FEye e exp feet 527 de

He Incde Ee
However from a single de it's impossible to determine fee
and Fe simultaneously Anyvalue can bepossible
Note that VarEye e expire 1 de

After that Greedy algorithm as TS algorithm can be applied
as follows

At the beginning ofeach round theagenthas Yee te for
each edge from previous trials

For Greedy Algorithm GEEfOe exp Het
0

For Thompson Sampling One is drawnfrom a logGaussianwith mean tee Gen
Then eachalgorithm select its path to maximize

Egon royal Xt x Ze de

This can be solved elticienty using Dijkstraforexample

Apply Xt

Update Me and Te for each involvededge



Example 2 L Correlated Travel Time
We modify the shortest pathproblem

Wechange the observation time model to

Yt e ft e Me Ue eee Oe
o g

lie indicateswhetheredgee
e e locates in the lowerhalf

the idiosyncraticfactor ofthe binomial bridge
a factorcommon leet C o Iwithedge e to all edges Ut 1 edgee c Lowerhalf

vi o e cupperhalf

We let Bt e Ne Uto Ve to be independent log Gaussian

with parameter C 8 Ffs Their distributions are known

but Oe also subjects to log Gaussian fee 0 with unknown
fee and Te

Given Ye e Mt Vt o V41 themarginal distribution
yt.ee O is identical to Example 1

Common factor he is used to model a global factor say
weather
Vt o Ve t refect events affecting onlyhalfof the path Say
a bridge locates in the middle of the path



Conjugate properties benefitsthe updating process

Let Ye IncOe and Ze e tunnel if eerie
I o o w

We then formulate a covariance matrix I c R
4 14

e e

EEE EI tif but ice ee for e e'exe

043 o w

dee Freie if e e'CXt for all e e e E

O O W

Then 41 2 CE't E Ime Eet IT
Again we can use Greedy as TS


